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Abstract. This paper presents an information system which main purpose is to collect and store literary texts together with their morphological and syntactical structures for further statistical processing.
August de Morgan, the English mathematician, was the first one who turned to the problem of automatic literary texts processing. In 1851 in his letter to a friend he advised to apply mathematical methods when solving a problem of authorship detection. That was the birth of still on-going dispute about the conformity of solving linguistic problems using mathematical approaches.

From that moment the question of text processing became not only the matter of philology but also some exact sciences. Nowadays the problem of text processing is closely connected with lots of applied historically-philological disciplines and with a wide range of naturally-technical scientific areas such as statistics, theory of probability, communication technology, artificial intelligence and so on. The opportunity to apply methods that require lots of calculations naturally appeared in  last 10 years. The steadily growing computer abilities allowed using methodic, based on various linguistically-statistical parameters.

There is a wide range of text processing methods to the moment. These approaches are oriented to problems solving in a wide range of fields from authorship detection to criminological examination. But still there are some important limitations that prevent of using most of the approaches wherever you want. And the analyzable text size is one of the best examples. Authors of the most effective approaches of texts statistical analysis confirm that reliability of their   algorithms was proved just for large texts. So the question of new methods developing and testing and existing methods synthesis and adaptation is actual for the moment. And one more important fact is that accumulated during one research material can hardly be used in other ones. [1]

The choice of parameters, by which the texts are compared, is rather important. But the problem of text processing using the settled set of parameters (morphological, syntactical) is a complicated task itself. The researches rarely manually analyze the full literature text, when implementing different applied tasks that were connected with text processing. Usually they confined to so-called significant selected parts of the source text which all together covered just about 10% of the total amount of analyzable data. Obviously, results of such work could contain unintentionally made distortions and mistakes and could be criticized. The preferred approach could be as follows: automated morphological and syntactical analysis of the whole text, providing opportunity to verify the results obtained.

The history of current research is closely connected with the problem of literary text attribution and authorship detection of some anonymous and pseudonymous publicistic articles from Petersburg magazines "Vremya" and "Epoha" (1861-1865) which were edited by Dostoevsky brothers. This very set of articles was initial research object. Except that some methodic offered by Gayer Hetso were also analyzed.[3]

Statistical Methods of Literary Texts Analysis (SMALT) information system consists of two main parts: the functional one intended for texts morphological and syntactical analysis, filling up literary texts database, correction making, and analytical one, which contains parts, implementing different statistical methods for texts analysis. Here is the conceptual model of IS SMALT.


Fig. 1.
As a data source for client-side application Unicode encoded text file is used. That allows avoiding some problems, connected with presence in some texts language-specific symbols, such as Ѣor Ѳthat were used for example earlier in Russian language.

Text processing inside the SMALT information system is organized in three stages. Firstly automated decomposition of the text is produced. On that step such lexical elements as parts, paragraphs, sentences and words are picked out. The decomposition is produced on the basis of the regular expression. The regular expression template can be easily changed to meet the user’s current needs and text specifics. It is saved together with the decomposition data. 

On the second stage the automated text processing and morphological analysis is produced. In spite of the fact that results that are produced using the dictionary, that contains for the moment about 18000 entries, are mainly satisfactory, in some complicated situations the correction made by a philologist is required. During the morphological analysis for some of the parts of speech about 20 parameters are set.

On the basis of morphological analysis the third part of the text treatment is made – syntactical analysis is made. During that stage for each sentence in the source text about 15 parameters are set, among those are for example, its structure, ways of complication, emotional coloring. To the moment syntactical analysis is manually made by a philologist, but in future some methodic, partly automating the process will be implemented.

After morphologically and syntactically processing the text, it is described by a set of the characteristic vectors describing each word (in case of the morphological analysis) and the sentence (syntax). Further all the statistical processing of the text is conducted with use of just this information, which leads to an opportunity to adapt the software to different languages with various morphological and syntactical rules, by changing them for morphology and syntax processing units. The unit that is responsible for editing this part of the software is included.

After producing text’s morphological and syntactical analysis their results are copied to the centralized storage (repository of the texts ready for statistical analysis). The repository provides access though web interface so every placed text is automatically published and can be remarked or commented.

After that user can invoke statistical treatment operations over the texts, kept in the repository, using client-side software as well as partly throw web-site interface. During that part of the work user can use a set of methods of component, cluster analysis, some methodic of image recognition based on neural algorithms and a group of approaches giving an opportunity to test authorship hypothesis. All the methods working around text database are implemented as an easily widening set of dynamically linking libraries.

Except that SMALT users are able to make changes and remarks in published data, so that there is a possibility to compare the data with remarks, made by different users and compare the results, produced by statistical modules, which operate over the original and remarked data.

As the results achieved at present it is possible to mention successful introduction SMALT IS on the Russian language chair of Petrozavodsk State University and the statistical analysis made using the processed literary texts (totally 81) [2], [4].

 References

1. Rogov A.A., Sidorov Yu. Vl. Statistical and Information-calculating Support of the Authorship Attribution of the Literary Works. Computer Data Analysis and Modeling: Robustness and Computer Intensive Methods: Proc. of the Sixth International Conference (September 10-14, 2001, Minsk). Vol.2: K-S/ Edited by Prof. Dr. S. Aivazian, Prof. Dr. Yu. Kharin and Prof. Dr. H. Rieder. Minsk: BSU, 2001. – P. 187-192.

2. Zakharov V.N., Rogov A.A., Sidorov Yu. Vl. Searching for F. M. Dostoevsky grammatical constants using statistical methods. Petrozavodsk State University Works. «Applied Mathematics and Computer Sciense».  Issue 9 Petrozavodsk: Petrosavodsk SU Publishing, 2000. – P. 67-80.  (In Russian).

3. Zakharov V.N., Rogov A.A., Sidorov Yu. Vl. The problem of Dostoevsky grammatical constants search and anonymous and pseudonymous articles, published in “Vremya” and “Epoha” magazines (1861-1865) attribution. Works and Materials of “Russian Language Historical Destiny and the Present” International Congress (March 13-16 2001). – Moscow: MSU, 2001. – P. 404-405. (In Russian).

4. Korol A.V. Statistical Methods of Literary Texts Analysis. 55-th students scientific conference materials. Petrozavodsk: Petrosavodsk SU Publishing, 2003. (In Russian).

5. The project is supported by Russian Foundation for Humanities grant № 02-04-12015в.






































































































































































































































































































































































Browser





Internet





Client Application





Client Application





Web


Server





Database


Server














Server





Petrozavodsk SU LAN





 
























































































































































































































































































































































